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                                      Unit – 1 

                             Methods of curve Fitting 

Curve Fitting 

       In regression analysis, curve fitting is the process of specifying the 

model that provides the best fit to the specific curves in your dataset. 

Curved relationships between variables are not as straightforward to fit 

and interpret as linear relationships. Curve fitting is one of the most 

powerful and most widely used analysis tools in Origin. Curve 

fitting examines the relationship between one or more predictors 

(independent variables) and a response variable (dependent variable), 

with the goal of defining a "best fit" model of the relationship. 

       The Line of Best Fit Line of best fit refers to a line through a scatter 

plot of data points that best expresses the relationship between those 

points. ... A straight line will result from a simple linear regression 

analysis of two or more independent variables. 

                

   Principle of least square methods 

        The least squares principle states that the SRF should be constructed 

(with the constant and slope values) so that the sum 

of the squared distance between the observed values of your dependent 

variable and the values estimated from your SRF is minimized (the 



smallest possible value).  a method of fitting a curve to a set of points 

representing statistical data in such a way that the sum of the squares of 

the distances of the points from the curve is a minimum. 

    The least squares approach limits the distance between a function and 

the data points that the function explains. It is used in regression 

analysis, often in nonlinear regression modelling in which a curve is fit 

into a set of data. Mathematicians use the least squares method to arrive 

at a maximum-likelihood estimate. 

After the mean for each cell is calculated, the least squares means are 

simply the average of these means. For treatment A, the LS mean is 

(3+7.5)/2 = 5.25; for treatment B, it is (5.5+5)/2=5.25. The LS Mean for 

both treatment groups are identical. We use the least squares criterion to 

pick the regression line.  

      The regression line is sometimes called the "line of best fit" because it 

is the line that fits best when drawn through the points. It is a line that 

minimizes the distance of the actual scores from the predicted scores. 

       What is a Least Squares Regression Line? fits that relationship. That 

line is called a Regression Line and has the equation ŷ= a + b x. 

The Least Squares Regression Line is the line that makes the vertical 

distance from the data point

s 

to the regression line as small as possible. 



 

 

Fitting a straight line 

     The equation of the straight line trend is Y= a + bX Table 4 shows that 

the trend value of the total publications, calculated year wise which is 

increasing trend during the study period. The graph of a linear equation 

of the form y = a + bx is a straight line. Any line that is not 

vertical can be described by this equation.   

     A line or curve of best fit on each graph. Lines of best fit 

can be straight or curved. Some will pass through all of the points, while 

others will have an even spread of points on either side.  

        There is usually no right or wrong line, but the guidelines below 

will help you to draw the best. Line of best fit refers to a line through a 

scatter plot of data points that best expresses the relationship between 

those points. ... A regression involving multiple related variables can 

produce a curved line in some cases. 

      Trend forecasting gives the best forecasting reliability when the 

driving factors of your business affect your measures in a linear fashion. 

... For example, when your historic revenue increases or decreases at a 

constant rate, you are seeing a linear effect. 



The line of best fit is determined by the correlation between 

the two variables on a scatter plot. In the case that there are a few 

outliers (data points that are located far away from the rest of the data) 

the line will adjust so that it represents those points as well.  

      The line's slope equals the difference between points' y-coordinates 

divided by the difference between their x-coordinates. Select any two 

points on the line of best fit. These points may or may not be actual 

scatter points on the graph. Subtract the first point's y-coordinate from 

the second point's y-coordinate. 

     A line of best fit is drawn through a scatterplot to find the direction of 

an association between two variables. This line of best fit can then 

be used to make predictions. To draw a line of best fit, balance the 

number of points above the line with the number of points below 

the line. 

                 

 

 

 

 



 

1. Fit a Straight line and find x, Y values? 

 

 

 

 

 

2.Calculate the value of a and b using a fit curve method 

 

 



 

 

 

 

 

 

 

 



 

 

 

After the mean for each cell is calculated, the least squares means are 

simply the average of these means. For treatment A, the LS mean is 

(3+7.5)/2 = 5.25; for treatment B, it is (5.5+5)/2=5.25. The LS Mean for 

both treatment groups are identical. We use the least squares criterion to 

pick the regression line.  

      The regression line is sometimes called the "line of best fit" because it 

is the line that fits best when drawn through the points. It is a line that 

minimizes the distance of the actual scores from the predicted scores. 

 

 

 

 

 



 

3.Calculate the value of a and b using a fit curve method 

 

 

 

Fitting a Parabola 

A quadratic regression is the process of finding the equation of 
the parabola that best fits a set of data. As a result, we get an equation of 
the form: y=ax2+bx+c where a≠0. The best way to find this equation 
manually is by using the least squares method. the parabola has a 
downward opening.  



         The presumption that the axis is parallel to the y axis allows one to 
consider a parabola as the graph of a polynomial of degree 2, and 
conversely: the graph of an arbitrary polynomial of degree 2 is 
a parabola  
        The process of obtaining the equation is similar, but it is more 

algebraically intensive. Given the focus (h, k) and the directrix y=mx+b, 

the equation for a parabola is (y - mx - b) ^2 / (m^2 +1) = (x - h) ^2 + (y - 

k) ^2. 

         When liquid is rotated, the forces of gravity result in the liquid 

forming a parabola-like shape. The most common example is when you 

stir up orange juice in a glass by rotating it round its axis. 

... Parabolas are also used in satellite dishes to help reflect signals that 

then go to a receiver. Second degree polynomials are also known as 

quadratic polynomials. Their shape is known as a parabola.  

        If you have the equation of a parabola in vertex form y=a(x−h)2+k, 

then the vertex is at (h, k) and the focus is (h, k+14a). Notice that here we 

are working with a parabola with a vertical axis of symmetry, so the x-

coordinate of the focus is the same as the x-coordinate of the vertex.  

   If you have the equation of a parabola in vertex form y=a(x−h)2+k, 

then the vertex is at (h, k) and the focus is (h, k+14a). Notice that here we 

are working with a parabola with a vertical axis of symmetry, so the x-

coordinate of the focus is the same as the x-coordinate of the vertex. 

    In this equation, the vertex of the parabola is the point (h, k). You can 

see how this relates to the standard equation by multiplying it out: 

y=a(x−h) (x−h) +ky=ax2−2ahx+ah2+k. This means that in the standard 

form, y=ax2+bx+c, the expression −b2a gives the x -coordinate of 

the vertex. 

        When liquid is rotated, the forces of gravity result in the liquid 

forming a parabola-like shape. The most common example is when you 

stir up orange juice in a glass by rotating it round its axis. 

... Parabolas are also used in satellite dishes to help reflect signals that 

then go to a receiver. Second degree polynomials are also known as 

quadratic polynomials. 



     The regression line is sometimes called the "line of best fit" because it 

is the line that fits best when drawn through the points. It is a line that 

minimizes the distance of the actual scores from the predicted scores. 

 

 

 

    In this equation, the vertex of the parabola is the point (h, k). You can 

see how this relates to the standard equation by multiplying it out: 

y=a(x−h) (x−h) +ky=ax2−2ahx+ah2+k. This means that in the standard 

form, y=ax2+bx+c, the expression −b2a gives the x -coordinate of 

the vertex. 

        When liquid is rotated, the forces of gravity result in the liquid 

forming a parabola-like shape. The most common example is when you 

stir up orange juice in a glass by rotating it round its axis. 

... Parabolas are also used in satellite dishes to help reflect signals that 



then go to a receiver. Second degree polynomials are also known as 

quadratic polynomials. 

    The process of obtaining the equation is similar, but it is more 

algebraically intensive. Given the focus (h, k) and the directrix y=mx+b, 

the equation for a parabola is (y - mx - b) ^2 / (m^2 +1) = (x - h) ^2 + (y - 

k) ^2. 

 

Problems 

 

     Find the value ofaParabola for a given table 

 

 

 

 

 

 

X 1.0 1.6 2.5 4.0 6.0 

Y 9.4 11.8 14.7 18.0 23.0 



2. Find the value ofaParabola for a given table 

 

 

 

 

 

 

 



Fitting an Exponential Curve 

   An exponential regression is the process of finding the equation of 

the exponential function that fits best for a set of data. As a result, we get 

an equation of the form y=abx where a≠0. The relative predictive power 

of an exponential model is denoted by R2. o finds the curve of best fit, 

you will need to do exponential regression. Press STAT, then right 

arrow to highlight CALC, and then press 0: ExpReg. The correlation 

coefficient is r, which is 0.994 in this case. That means that 

the equation is a 99.4% match to the data. 

      In other words, when an exponential equation has the same base on 

each side, the exponents must be equal. ... For example, consider 

the equation 34x−7=32x3 3 4 x − 7 = 3 2 x 3. To solve for x, we use the 

division property of exponents to rewrite the right side so that both 

sides have the common base 3. 

Write a multiplication sign between each of the base numbers that you 

have just written. An exponent is a number being multiplied by itself a 

certain number of times, and this is what you are representing when you 

write the multiplication signs between base numbers. Multiply out your 

new equation. 

Exponential equations are equations in which variables occur 

as exponents. For example, exponential equations are in the form ax=by. 

... In other words, if the bases are the same, then the exponents must be 

equal 

When dividing two terms with the same base, subtract the exponent in 
the denominator from the exponent in the numerator: Power of a Power: 
To raise a power to a power, multiply the exponents. The rules 
of exponents provide accurate and efficient shortcuts 
for simplifying variables in exponential notation. 
     Start with m=1 and n=1, then slowly increase n so that you can see 

1/2, 1/3 and 1/4. Then try m=2 and slide n up and down to 

see fractions like 2/3 etc. Now try to make the exponent -1. Lastly try 

increasing m, then reducing n, then reducing m, then increasing n: the 

curve should go around and around. 

 



                  

Linear Regression 

           Linear regression is the next step up after correlation. It is used 

when we want to predict the value of a variable based on the value of 

another variable. The variable we want to predict is called the 

dependent variable. For simple linear regression, the least 

squares estimates of the model parameters β0 and β1 are denoted b0 and 

b1. Using these estimates, an estimated regression equation is 

constructed: ŷ = b0 + b1x. 

         Linear Regression is the process of finding a line that best fits the 

data points available on the plot, so that we can use it to predict output 

values for inputs that are not present in the data set we have, with the 

belief that those outputs would fall on the line. Simple linear 

regression is a regression model that estimates the relationship between 

one independent variable and one dependent variable using a straight 

line. Both variables should be quantitative 

     Multiple linear regression refers to a statistical technique that uses 

two or more independent variables to predict the outcome of a 

dependent variable. The technique enables analysts to determine the 

variation of the model and the relative contribution of each independent 

variable in the total variance. 

 



 

 

 

 

              

           Linear regression is the next step up after correlation. It is used 

when we want to predict the value of a variable based on the value of 

another variable. The variable we want to predict is called the 

dependent variable. For simple linear regression, the least 

squares estimates of the model parameters β0 and β1 are denoted b0 and 

b1. Using these estimates, an estimated regression equation is 

constructed: ŷ = b0 + b 

 



                                      Unit – IV 

                         Numerical Integration and Differentiation    

Finite Difference 

     A finite difference is a mathematical expression of the form f (x + b) 
− f (x + a). If a finite difference is divided by b − a, one gets a difference 
quotient. The approximation of derivatives by finite differences plays a 
central role in finite difference methods for the numerical solution 
of differential equations, especially boundary value problems. 

Certain recurrence relations can be written as difference equations by 
replacing iteration notation with finite differences. 

Today, the term "finite difference" is often taken as synonymous 
with finite difference approximations of derivatives, especially in the 
context of numerical methods.[1][2][3] Finite difference approximations are 
finite difference quotients in the terminology employed above. 

Three basic types are commonly considered: forward, backward, 
and central finite differences.  

A forward difference is an expression of the form  

Depending on the application, the spacing h may be variable or 
constant. When omitted, h is taken to be 1: Δ [ f] (x) = Δ1[ f] (x). 

A backward difference uses the function values at x and x − h, instead 
of the values at x + h and x. Finally, the central difference is given by 

Finite difference is often used as an approximation of the derivative, 
typically in numerical differentiation. 

The derivative of a function f at a point x is defined by the limit. 

If h has a fixed (non-zero) value instead of approaching zero, then 
the right-hand side of the above equation would be written 

Hence, the forward difference divided by h approximates the 
derivative when h is small. The error in this approximation can be 
derived from Taylor's theorem. Assuming that f is differentiable, 
we have 

The same formula holds for the backward difference: 

However, the central (also called centred) difference yields a 
more accurate approximation. If f is twice differentiable, 

https://en.wikipedia.org/wiki/Difference_quotient
https://en.wikipedia.org/wiki/Difference_quotient
https://en.wikipedia.org/wiki/Derivative
https://en.wikipedia.org/wiki/Finite_difference_method
https://en.wikipedia.org/wiki/Numerical_analysis
https://en.wikipedia.org/wiki/Differential_equation
https://en.wikipedia.org/wiki/Boundary_value_problem
https://en.wikipedia.org/wiki/Recurrence_relation#Relationship_to_difference_equations_narrowly_defined
https://en.wikipedia.org/wiki/Finite_difference#finite_difference_approximation
https://en.wikipedia.org/wiki/Numerical_methods
https://en.wikipedia.org/wiki/Finite_difference#cite_note-WilmottHowison1995-1
https://en.wikipedia.org/wiki/Finite_difference#cite_note-WilmottHowison1995-1
https://en.wikipedia.org/wiki/Finite_difference#cite_note-Chaudhry2007-3
https://en.wikipedia.org/wiki/Numerical_differentiation
https://en.wikipedia.org/wiki/Derivative
https://en.wikipedia.org/wiki/Limit_of_a_function
https://en.wikipedia.org/wiki/Taylor%27s_theorem


 

 
 

Newton Forward Difference Formula 

             Forward differences are useful in solving ordinary differential 

equations by single-step predictor-corrector methods (such as Euler and 

Runge-Kutta methods). For instance, the forward difference above 

predicts the value of I1 from the derivative I'(t0) and from the value I0. 

     Making use of forward difference operator and forward difference 

table (will be defined a little later) this scheme simplifies the calculations 

involved in the polynomial approximation of functions which are 

known at equally spaced data points. 

So if we know the forward difference values of f at x0 until order n then 
the above formula is very easy to use to find the function values of f at 
any non-tabulated value of x in the internal [a, b]. The higher order 
forward differences can be obtained by making use of forward 
difference table. 

Newton's forward difference formula is a finite difference identity 

giving an interpolated value between tabulated points  in terms of the 
first value  and the powers of the forward difference . For , the 
formula states 

 

(1) 

https://mathworld.wolfram.com/FiniteDifference.html
https://mathworld.wolfram.com/Power.html
https://mathworld.wolfram.com/ForwardDifference.html


When written in the form 

 

(2) 

with  the falling factorial, the formula looks suspiciously like a finite 
analog of a Taylor series expansion. This correspondence was one of the 
motivating forces for the development of umbral calculus. 

An alternate form of this equation using binomial coefficients is 

        
 

 

 

Newton Backward Difference Formula 

. This is another way of approximating a function with an nth degree 

polynomial passing through (n+1) equally spaced points. where s = (x - 

x1) / (x1 - x0) and Ñf1 is the backward difference of f at x1. 

https://mathworld.wolfram.com/FallingFactorial.html
https://mathworld.wolfram.com/TaylorSeries.html
https://mathworld.wolfram.com/UmbralCalculus.html


 

 

 



 

Newton's backward difference formula is a finite difference identity 

giving an interpolated value between tabulated points  in terms of the 
first value  and the powers of the forward difference . For , the 
formula states 

 

(1) 
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https://mathworld.wolfram.com/Power.html
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(2) 

with  the falling factorial, the formula looks suspiciously like a finite 
analog of a Taylor series expansion. This correspondence was one of the 
motivating forces for the development of umbral calculus. 

An alternate form of this equation using binomial coefficients is 

        
 

 

 

 

 

 

 

 

 

https://mathworld.wolfram.com/FallingFactorial.html
https://mathworld.wolfram.com/TaylorSeries.html
https://mathworld.wolfram.com/UmbralCalculus.html


Problems: 

1. Find the difference table for the given table 

   

 

 

  

x 0 1 2 3 

F(x) 1 2 11 34 



 



  

 

 

 

 

 

 

 



Trapezoidal rule 

       Trapezoidal Rule is a rule that evaluates the area under the curves 

by dividing the total area into smaller trapezoids rather than using 

rectangles. This integration works by approximating the region under 

the graph of a function as a trapezoid, and it calculates the area. 

By now you know that we can use Riemann sums to approximate the 

area under a function. ... Key idea: By using trapezoids (aka the 

"trapezoid rule") we can get more accurate approximations than by 

using rectangles. t follows that if the integrand is concave up (and thus 

has a positive second derivative), then the error is negative and 

the trapezoidal rule overestimates the true value. The trapezoidal rule is 

not as accurate as Simpson's Rule when the underlying function is 

smooth, because Simpson's rule uses quadratic approximations instead 

of linear approximations. The formula is usually given in the case of an 

odd number of equally spaced points. 

       The Midpoint rule is always more accurate than the Trapezoid rule. 

... For example, make a function which is linear except it has nar row 

spikes at the midpoints of the subdivided intervals. Then the 

approximating rectangles for the midpoint rule will rise up to the level 

of the spikes, and be a huge overestimate. The trapezoidal rule tends 

to overestimate the value of a definite integral systematically over 

intervals where the function is concave up and to underestimate the 

value of a definite integral systematically over intervals where the 

function is concave down. 

Write A=h(b1+b2)/2, where A represents the trapezoid's area, b1 
represents one of the base lengths, b2 represents the other base length 
and h represents the height. Rearrange the equation to get h alone. 
Multiply both sides of the equation by 2 to get. 2A=h(b1+b2). 
By dividing the interval [a, b] into many smaller intervals, and applying 

the trapezoidal rule to each, this allows us to find a better approximation 

the integral. In order to find the length for one of the two equivalent 

nonparallel legs of the trapezoid (side), first use the height of 

the trapezoid to form right triangles on the interior of the trapezoid that 

each have a base length. 

   the graph of a function as a trapezoid, and it calculates the area. 



By now you know that we can use Riemann sums to approximate the 

area under a function. ... Key idea: By using trapezoids (aka the 

"trapezoid rule") we can get more accurate approximations than by 

using rectangles. t follows that if the integrand is concave up (and thus 

has a positive second derivative), then the error is negative and 

the trapezoidal rule overestimates the true value. The trapezoidal rule is 

not as accurate as Simpson's Rule when the underlying function is 

smooth, because Simpson's rule uses quadratic approximations instead 

of linear approximations. The formula is usually given in the case of an 

odd number of equally spaced points. 
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of the spikes, and be a huge overestimate. The trapezoidal rule tends 
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Simpson Rule 

     In numerical analysis, Simpson's 1/3 rule is a method for numerical 

approximation of definite integrals. Specifically, it is the following 

approximation: In Simpson's 1/3 Rule, we use parabolas to approximate 

each part of the curve. We divide. the area into n equal segments of 

width Δx. If we have f(x) = y, which is equally spaced between [a, b] and 

if a = x0, x1 = x0 + h, x2 = x0 + 2h …., xn = x0 + nh, where h is the 

difference between the terms. Or we can say that y0 = f(x0), y1 = f(x1), y2 = 

f (x2)…,yn = f(xn) are the analogous values of y with each value of x. 

     In Simpson's Rule, we will use parabolas to approximate each part of 

the curve. This proves to be very efficient since it's generally more 

accurate than the other numerical methods we've seen. (See more about 

Parabolas.) We divide the area into n equal segments of width Δx. 

  The Approximate Int(f(x), x = a... b, method = Simpson [3/8], opts) 

command approximates the integral of f(x) from a to b by 

using Simpson's 3/8 rule. This rule is also known as Newton's 3/8 rule. 

The first two arguments (function expression and range) can be replaced 

by a definite integral. Simpson's 3/8 rule, also 

called Simpson's second rule requests one more function evaluation 

inside the integration range, and is exact if f is a polynomial up to cubic 

degree. Simpson's 1/3 and 3/8 rules are two special cases of closed 

Newton–Cotes formulas. 

The midpoint rule approximates the definite integral using rectangular 

regions whereas the trapezoidal rule approximates the definite integral 

using trapezoidal approximations. Simpson's rule approximates the 

definite integral by first approximating the original function using 

piecewise quadratic functions. 

Its strength is that, although rectangles and trapezoids work better for 

linear functions, Simpson's Rule works quite well on curves. Simpson's 

Rule is based on the fact that given any three points, you can find the 

equation of a quadratic through those points. Whereas the main 

advantage of the Trapezoid rule is its rather easy conceptualization and 

derivation, Simpson's rule 2 Page 3 approximations usually achieve a 

given level of accuracy faster. Moreover, the derivation 

of Simpson's rule is only marginally more difficult. 



   

 

 

The Approximate Int(f(x), x = a... b, method = Simpson [3/8], opts) 

command approximates the integral of f(x) from a to b by 

using Simpson's 3/8 rule. This rule is also known as Newton's 3/8 rule. 
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called Simpson's second rule requests one more function evaluation 
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command approximates the integral of f(x) from a to b by 

using Simpson's 3/8 rule. This rule is also known as Newton's 3/8 rule. 

The first two arguments (function expression and range) can be replaced 

by a definite integral. Simpson's 3/8 rule, also 

called Simpson's second rule requests one more function evaluation 
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2. Calculate the value of the Simpson rule for the below problem 

 

 

 

3.Find the value of simpson rule for the given table 
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