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Image Processing
Unit III

Chapter 5 – Image Restoration and Reconstruction

Noise Models:
• The principal source of noise in digital images arise during image acquision and/or

transmission.

• The performance of imaging sensors is affected by a variety of factors, such as  environmental conditions during image
acquistion and by the quality of the  sensing elements themselves.

• For instance,in acquring images with a CCD camera,light levels and sensor  temperature are major factors affecting the amount
of noise in the resulting  image.

• Images are corrupted during transmission principally due to interference in the

channel used for transmission.

• For example., an image transmitted using a wireless network might be corrupted  as a result of lighting or other atmospheric
disturbance.

• That define the spatial characteristics of noise, and whether the noise is correlated with

the image.

• Frequency properties refer to the frequency content of noise in the fourier sense.(i.e., as

opposed to frequencies of the electromagnetic spectrum)



• for exmple, when the fourier spectrum of noise is constant, the noise usually is called

“white noise”.

• This terminology is a carryover from the physical properties of white light,which contains  nearly all frequencies in the visible
spectrum in equal properties.

• With the exception of spatially periodic noise.That noise is independent of spatial  coordinates and that it is uncorrelated with
respect to the image itself. (i.e there is no  correlation between pixel values and the values of noise component)

• Although these assumptions are atleast partially invalid in some applications  quantum_limited imaging,such as x-ray and
nuclear-medicine imageing is a good example.

• PDF:Probability Density Functions

The most common PDF’s found in image processing applications:

GAUSSIAN NOISE

• Because of its mathematical trackability in both the spatial and  frequency domains.

• Gaussian are also called normal noise model.

• Noise model are used to frequently in practice.

• In fact, this tractability is so convenient that it often results in  gaussian models being used in situation which they are
marginally  applicable at best.
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• Fig a) This image is severely corrupted  by(spatial) sinusoidal noise of various frequencies.

• The fourier transform of a pure-sinusoid is a pair of conjugate  impulses+ located at the conjugate frequencies of  the sine
wave.(table4.3)

• Thus,if the amplitude of a sine wave in  the spatial domain is strong enough.

• Fig b) This is indeed the case, with the  impulses appearing in an approximate circle.

• Because the frequency values in this  particular case are so arranged.

Estimation of Noise Parameters:
• The parameters of periodic noise typically are estimated by inspection of the fourier spectrum of the image.

• As noted the preview section, periodic noise tends to produce frequency spikes that often can be detected even by visual
analysis.

• Another approach is to attempt to infer the periodicity of  noise components directly from the image.

• Automated analysis is possible in situation in which the noise spikes are either exceptionally pronouced (or) when
knowledge is available about the general location of  the frequency components of the interference.

• The parameters of noise PDF’s may be known partially from  sensor specification, but it is often necessary to estimate them
for a particular imageing arrangement.

• If the imageing system is available, one simple way to study  the characteristics of system noise is to capture a set of images  of
“flat” environment.

• For example., in case of an optical sensor, this is as simple as  imageing a solid gray board that is illuminated uniformly.

• The resulting images typically are good indicates of system noise.

• When only images already generated by a sensor are availabe.

Frequently, it is possible to estimate the parameters of the PDF  from small patches of reasonably constant background  intensity.
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(a) Image of the Martian terrain taken by Ma Mariner 6. (b) Fourier  spectrum showing periodic interferencece. (Courtesy of NASA)





Fourier spectrum (wum (without shifting) of the image  (Courtesy of NASA)



(a) Fourier spectrum of N(u, v), and (b) corcorresponding  noise interference pattern (Courtesy of NASA.) h.) h(x, y).





Unit IV
Chapter 8 - Image Compression



[Type text]

Data, Information, and Redundancy

• Information

• Data is used to represent information

• Redundancy in data representation of an information provides no relevant informationor repeats a stated
information

• Let n1, and n2 are data represents the same information. Then, the relative data redundancy R of the n1 is defined as
R = 1 – 1/C where C = n1/n2



• Redundancy in Digital Images

– Coding redundancy

usually appear as results of the uniform representation of each pixel

– Spatial/Temopral redundancy

because the adjacent pixels tend to have similarity in practical.

– Irrelevant Information

Image contain information which are ignored by the human visual system.



Coding Redundancy SSpatial Redundancy Irrelevant Informormation





Coding Redundancy

• Assume the discrete random variable for rk in the interval [0,1] that represent the gray levels. Each rk occurs with

probability pk

• If the number of bits used to represent each value of rk by

l(rk) then L
avg L1

 l(r
k

) p(r
k

)

k 0

• The average code bits assigned to the gray level values.

• The length of the code should be inverse proportional to its probability (occurrence).



Examples of variable length encoding



Spatial/Temopral Redundancy

• Internal Correlation between the pixel result from

Respective Autocorrelation

– Structural Relationship

– Geometric Relation ship

• The value of a pixel can be reasonablypredicted from the values of its neighbors.

• To reduce the inter-pixel redundancies in animage the 2D array is transformed (mapped) into more efficient format
(Frequency Domain etc.)



Irrelevant information and Psycho-Visual Redundancy

• The brightness of a region depend on other factors that the light reflection

• The perceived intensity of the eye is limited an non linear

• Certain information has less relative importance that other information in normal visual processing

• In general, observer searches for distinguishing features such as edges and textural regions.



Measuring Information

• A random even E that occurs with probability P(E) is said to contain I(E) information where I(E) is
defined as I(E) = log(1/P(E)) = -log(P(E))

• P(E) = 1 contain no information

• P(E) = ½ requires one bit of information.
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Fidelity Criteria

• Objective Fidelity Criteria

– The information loss can be expressed as a function of the encoded and decoded images.

– For image I (x,y) and its decoded approximation I’(x,y)

– For any value of x and y, the error e(x,y) could be defined as
e(x, y) I'(x ,

y) 

I (x,y)

– For the entire Image
M 1 N 1

 
I' (x , y)

I (x,y)

x0 y 0



Fidelity Criteria

• The mean-square-error, e
rms

is

M 1 N 1

e
rms


 

 I ' (x ,

y) I(x, y)

2

x0 y 0

The mean-square-error signal-to-noise ratio SNRmsis

M 1 N 1

 
I' (x , y)2

SNR
ms

x0 y 0

M 1 N 1


 I '(x,

y) I(x, y) 

2

x0 y 0







Three approximations ofons of the same image







Huffman coding is an entropy encoding algorithm used for lossless
data compression. The term refers to the use of a variable- length code
table for encoding a source symbol (such as a character in a file)
where the variable-length code table has been derived in a particular
way based on the estimated probability of occurrence for each possible
value of the source symbol.



Huffman coding
Assignment procedure



Arithmetic coding is a form of variable-length entropy encoding. A
string is converted to arithmetic encoding, usually characters are
stored with fewer bits
Arithmetic coding encodes the entire message into a single number,
a fraction n where (0.0
≤ n < 1.0).



Compression Algorithms



Symbol compression
This approaches determine a set of symbols that constitute
the image, and take advantage of their multiple appearance.
It convert each symbol into token, generate a token table and
represent the compressed image as a list of tokens.
This approach is good for document images.
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DFT and DCT
The periodicity implicit in the 1-D DFT and DCT
provide better continuity that the general DFT.

CT. The DCT



The DCT provide the least error at almost
any sub-image size.
The error takes its minimum at sub-images
of sizes between 16 and 32.

Bock Size vs. Reconstruction Error















Lossless Predictive coding

The encoder expects a discrete sampl of a signal

1. A predictor is applied and its output is rounde
the nearest

integer. fˆ(n)

2. The error is estimated as

e(n)  f (n)  f
ˆ(n)

3. The compressed stream consist of

first sample and the errors, encoded using
variable length coding

f (n)  

esnal f(n).

s rounded to

The decoder uses the predictor and the

 
error stream to reconstructs the

d using

original signal f(n).

1. The predictor is initialized using

2. The received error is added to pr

 f
ˆ(n)  e(n)

he

 

using the first sample.

o predictor result.

 



 

Lossless Predictive coding

Linear predictors usually have the form:

f
ˆ (n)  round





m

a

 i0

f (n  i)




Original Image (view of the earth). The prediction
histogram.

1. The error is small in uniform regions

2. Large close to edges and sharp changes i
intensities

i 




 0

 i)




ction error and its

s in pixel

 




 0










Lossy Predictive coding The encoder expects a

discrete samples of a signal f(n).

1. A predictor is applied andits

output is rounded to the nearest

integer, fˆ(n)

2. The error is mapped into limited

rage of values (quantized) e (n)

3. The compressed stream consist of first sample and
the mapped errors, encoded using variable length
coding





Lossy Predictive coding

The decoder uses error stream to reconstructs an approximation of
the

original signal, f (n)

1. The predictor is initialized using first sample.

2. The received error is added to predictor result.

f (n)  e (n)

  

fˆ(n)

e(n)  0

e (n) 
  otherwise

the







Prediction Error

The following images show the prediction error of

the predictor fˆ(x, y)  0.97 f (x, y 1)

fˆ(x, y)  0.5 f (x, y 1)  0.5 f (x 1, y)

fˆ(x, y)  0.75 f (x, y 1)  0.75 f (x 1, y)  0.5 f (x 1, y 1)

fˆ(x, y) 
 0.97 f (x, y 1)

 0.97 f (x 1, y)

 h   v

otherwise

 h |

 v |

f (x 1, y) 

f (x,y 1) 

f (x1, y 1)

f (x 1, y1)



E{e (n)}  E2 


We assume that f(n) has a mean zero and variance 2

 R1r


f (n)  i

m

α f (n 1)


2


i 1

 


Optimal Predictors

What are the parameters of a linear predictor that minimize error

E{e
2(n)} E  f (n)  f

ˆ
(n)

2

While taking into account

f


(n)  e (n)
f
ˆ
(n)  e(n) f

ˆ
(n)  f (n)

Using the definition of linear predictor



a  

Ef (n 1) f (n m)

α1 

αm









 



And R
-1

is the mxn autocorrelation matrix

 E f (n 1) f (n1) E f (n 1) f (n 2) ... E f (n 1) f (n  m) 


E f

R 



(n 2) f



(n1) E f
(n 2) f



(n 2)
...



E f
(n 2) f (n m)



 


E f

(n m) f
(n1) E f

(n m) f
(n1)

...
E f

(n  m) f
(n 1)





r 


E f
(n) f


(n1) 




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UNIT –V
CHAPTER-9

Morphological Image Processing
 Morphology “ – a branch in biology that deals with the form and structure of animals and plants.

 “Mathematical Morphology” – as a tool for extracting image components, that are useful in the representation and description of region

shape.

 The language of mathematical morphology is – Set theory.

 Unified and powerful approach to numerous image processing problems.



 In binary images , the set elements are members of the 2-D integer space – Z2. where each element (x,y) is a coordinate of a black (or white)

pixel in the image.

Preliminaries:
Relfection:

 In a corresponding output image reflection is mainly used as an aid to image visualization, but may be used as a preprocessing operator in

much the same way as rotation. Reflection is a special case of affine transformation.

 Translation is used to improve visualization of an image, but also has a role as a preprocessor in applications where registration of two or

more images is required.

 Translation is a special case of affine transformation.

Structuring Element
 A structuring element is a matrix that identifies the pixel in the image being processed and defines the neighborhood used in

the processing of each pixel.

 Choose a structuring element the same size and shape as the objects you want to process in the input image.

 a structuring element is a shape, used to probe or interact with a given image, with the purpose of drawing conclusions on how this shape

fits or misses the shapes in the image.

 It is typically used in morphological operations, such as dilation, erosion, opening, and closing, as well as the hit-or-miss transform.



Used to extract image components that are useful in the
 Boundaries extraction

 skeletons

 convex hull

 morphological filtering

 thinning

 pruning

Erosion:
 Erosion (usually represented by⊖) is one of tw

which all other morphological operations are ba

 . The erosion operation usually uses a structurin

 Erosion is used  for shrinking of element A by usi

 Erosion for Sets A and B in Z2, is defined by the

 following equation:

 This equation indicates that the erosion of A by

Dialation:
 Dilation (usually represented by⊕) is one of the

 The dilation operation usually uses a structuring

 Dilation is used for expanding an element A by

 Dilation of A by B and is defined by the follow

 This equation is based 0n obtaining the reflection 0f

about its origin and shifting this reflection by z.
 The dilation of A by B is the set of all displaceme

such that      and A overlap by at least one eleme

On this interpretation the equation of (9.2-1) ca

n the representation and description of region shape, such as







 ⊖  of two fundamental operations (the other being dilation) in morphol

 based.

 uring element for probing and reducing the shapes contained in the

 y using element B

  the



  by B is the set of all points z such that B, translated by z, is combi

 ⊕  of the basic operations in mathematical morphology. Originally de

 uring element for probing and expanding the shapes contained in t

  by using structuring element B

 owing equation:

 ction 0f B

 z.
 cements z,

ement. Based

 can be








 ⊖ morphological image processing from

 n the input image.







 ombined in A.

 ⊕ y developed for binary images,

 d in the input image.











rewritten as:

Duality between dilation and erosion:
 Dilation and erosion are duals of each other wit

 One of the simplest uses of erosion is for elimina

Opening And Closing
 Opening – smoothes contours , eliminates protr

 Closing – smoothes sections of contours, fuses n

 These operations are dual to each other

 These operations are can be applied few times, but

 Opening –:

 First – erode A by B, and then dilate the

 In other words, opening is the unification of

  with respect to set complementation and reflection. That is,

 minating irrelevant details (in terms of size) from a binary image

 otrusions

 uses narrow breaks and long thin gulfs, eliminates small holes and f



 s, but has effect only once



  the result by B

 tion of all B objects Entirely Contained in A



 ge.



 nd fills gaps in contours













 Closing:

 First – dilate A by B, and then erode the result by B

 In other words, closing is the group of points, which the intersection of object B around them with object A – is not empty

Use of opening and closing for morphological filtering

The Hit-or-Miss Transformation:
 A basic morphological tool for shape detection.



 Let the origin of each shape be located at its center of gravity.

 If we want to find the location of a shape , say – X ,

at (larger) image, say – A :
 Let X be enclosed by a small window, say – W.

 The local background of  X with respect to W is defined as the set difference(W - X).

 Apply erosion operator of A by X, will get us the set of locations of the origin of X, such that X is completely contained in A.

 It may be also view geometrically as the set of all locations of the origin of X at which X found a match (hit) in A.

 Apply erosion operator on the complement of A by the local background set (W – X).

 Notice, that the set of locations for which X exactly fits inside A is the intersection of these two last operators  above.

This intersection is precisely the location sought.
 Formally:
 If B denotes the set composed of  X and it’s background –

 B = (B1,B2) ; B1 = X , B2 = (W-X).

 The match (or set of matches) of B in A, denoted is

o The reason for using these kind of structuring element – B = (B1,B2) is based on an assumed definition that,

two or more objects are distinct only if they are disjoint (disconnected) sets.



 In some applications , we may interested in detecting certain patterns (combinations) of 1’s and 0     and not for detecting

individual objects and not for detecting individual objects.

• In this case a background is not required, and the hit-or-miss transform reduces to simple erosion.

• This simplified pattern detection scheme is used in some of the algorithms for – identifying characters within a text

Other application

 Pattern detection. By definition, the hit-or-miss transform indicates the positions where a certain pattern (characterized by the composite
structuring element B) occurs in the input image.



 Pruning. The hit-or-miss transform can be used to identify the end-points of a line to allow this line to be shrunk from each end to remove
unwanted branches

Some basic Morphological Algorithm:

Boundary Extraction:

 First, erode A by B, then make set difference between A and the erosion
 The thickness of the contour depends on the size of constructing object – B



Hole Filling:
 This algorithm is based on a set of dilations, complementation and intersections

 p is the point inside the boundary, with the value of 1

 X(k) = (X(k-1) xor B) conjunction with complemented A

 The process stops when X(k) = X(k-1)

 The result that given by union of A and X(k), is a set contains the filled set and the boundary







Extraction of conneceted Components:

This algorithm extracts a component by selecting a point on a binary object A

Works similar to region filling, but this time we use in the conjunction the object A, instead of it’s complement.



Convex Hull:\

A is said to be convex if a straight line segment joining any two points in A lies entirely within A

The convex hull H of set S is the smallest convex set containing S

Convex deficiency is the set difference H-S

Useful for object description

This algorithm iteratively applying the hit-or-miss transform to A with the first of B element, unions it with A, and repeated with second element of
B



Thinning:
 The thinning of a set A by a structuring element



 A more useful expression for thinning A symme

{B}={B1, B2, B3
, …, B

n}
 Where Bi is a rotated version of Bi-1. Using this c

 The process is to thin by one pass with B1 , then t

 The entire process is repeated until no further c

 Each pass is preformed using the equation:



Thickining:

 ment B, can be defined by terms of the hit-and-miss transform:



 mmetrically is based on a sequence of structuring elements:

 his concept we define thinning by a sequence of structuring elem

 hen thin the result with one pass with B2, and so on until A is thi

 r changes occur.











 ements:

 s thinned with one pass with Bn.









Thickening is a morphological dual of thinning.

Definition of thickening

As in thinning, thickening can be defined as a sequenti

The structuring elements used for thickening have the sa

A separate algorithm for thickening is often used in pra
complement the result.

In other words, to thicken a set A, we form C=Ac , thin C

Depending on the nature of A, this procedure may r
simple post

Skeletons:

skeletonization is a transformation of a component of

The notion of a skeleton S(A) of a set A is intuitively d

If z is a point of S(A) and (D)z is the largest disk cente
called “maximum disk”.

The disk (D)z touches the boundary of A at two or mor

ntial operation:

 the same form as in thinning, but with all 1’s and 0’s interchanged.

n practice, Instead the usual procedure is to thin the background of

hin C and than form Cc.

y result in some disconnected points. Therefore thickening by thi
 post-processing step to remove disconnected points.

 of a digital image into a subset of the original component.

y defined, we deduce from this figure that:

ntered in z and contained in A (one cannot find a larger disk that f

 more different places.

hanged.

d of the set in question and then

 this procedure usually require a

hat fulfils this  terms) – this disk is



The skeleton of A is defined by terms of erosions and ope

With

Where B is the structuring element and

k times, and K is the last iterative step before A erodes t

in conclusion S(A) can be obtained as the union of skel

A can be also reconstructed from subsets Sk(A) by using

Where denotes k succ

nd openings:

indicates k successive erosions of A:

odes to an empty set, in other words

 skeleton subsets Sk(A).

 using the equation

s k successive dilations of Sk(A) that is:



Pruning:

 The pruning algorithm is a technique used in digital image processing based on mathematical morphology.
 It is used as a complement to the skeleton and thinning algorithms to remove unwanted parasitic components (spurs

Morphological Reconstruction Skeleton:\

Morphological reconstruction can be thought of conceptually as repeated dilations of an image, called the marker image, until the contour of the
marker image fits under a second image, called the mask image.

In morphological reconstruction, the peaks in the marker image “spread out,” or dilate.Reconsctruction can be done by geodesic dialation and by

erosion.

Sample Applications: Opening by reconstruction

Filling Holes

Border Clearning

Gray Scale Morphology:

In gray scale images on the contrary to binary images we deal with digital image functions of the form f(x,y) as an input image and b(x,y) as a
structuring element.



(x,y) are integers from Z*Z that represent a coordinates i

f(x,y) and b(x,y) are functions that assign gray level va

For example the domain of gray values can be 0-255, w

Erosion and Dialation in Gray scale :

The grayscale dilation of an image involves assigning t

Equation for gray-scale dilation is:

Df and Db are domains of f and b.

The  condition that (s-x),(t-y) need to be in the domain of
dilation, where the two sets need to overlap by at least one

We will illustrate the previous equation in terms of

1-D. and we will receive an equation for 1 variable:

The requirements the (s-x) is in the domain of f and x i

Unlike the binary case, f, rather than the structuring ele

Conceptually f sliding by b is really not different than b sl

Gray-scale erosion is defined as:

The condition that (s+x),(t+y) have to be in the domain of
binary definition of erosion, where the structuring eleme

The same as in erosion we illustrate with 1-D function

General effect of performing an erosion in grayscale ima

If all elements of the structuring element are positive, t

The effect of bright details in the input image that are sma
determined by

the grayscale values surrounding by the bright detail and b

nates in the image.

 value to each distinct pair of coordinates.

55, whereas 0 – is black, 255- is white

ng to each pixel, the maximum value found over the neighborhood of

in of f and x,y in the domain of b, is analogous to the condition i
st one element.

nd x is in the domain of b imply that f and b overlap by at least one

 element b is shifted.

n b sliding by f.

main of f, and x,y have to be in the domain of b, is completely ana
lement has to be completely combined by the set being eroded.

on

 images:

ve, the output image tends to be darker than the input image.

e smaller in area than the structuring element is reduced, with the

l and by shape and amplitude values of the structuring element it

hood of the structuring element.

on in the binary definition of

 one element.

nalogous to the condition in the
d.

h the degree of reduction being

nt itself.



Similar to binary image grayscale erosion and dilation a

Opening and Closing in Grayscale:

Similar to the binary algorithm

Opening –

Closing –

In the opening of a gray-scale image, we remove small

In the closing of a gray-scale image, we remove small da

Some Basic  gray scale Morphological algorithms:

Morphological smoothing

Perform opening followed by a closing

The net result of these two operations is to remove or a

Morphological gradient

Dilation and erosion are use to compute the morphologi

It uses to highlights sharp gray-level transitions in the i

Obtained using symmetrical structuring elements tend t

Top-hat transformation

Denoted h, is defined as:

Cylindrical or parallelepiped structuring element functi

Useful for enhancing detail in the presence of shadin

Granulometry

Granulometry is a field that deals principally with

determining the size distribution of particles i

Because the particles are lighter than the background, w

on are duals with respect to function complementation and reflec

small light details, while relatively undisturbed overall gray levels a

ll dark details, while relatively undisturbed overall gray levels a

s:

 or attenuate both bright and dark artifacts or noise.

hological gradient of an image, denoted g:

he input image.

nd to depend less on edge directionality.

unction with a flat top.

ading.

les in an image.

nd, we can use a morphological approach to determine size distribut

lection

ls and larger bright features

s and larger dark features

ribution. To construct at the end a



histogram of it.

Based on the idea that opening operations of particular size have the most effect on regions of the input image that contain particles of similar size.

This type of processing is useful for describing regions with a predominant particle-like character

Key features of the application include:

use of mathematical morphology functions such as closing or opening

computation of granulometric curves, obtained when the size of the structuring element varies

application to grey scale images, avoiding image segmentation

batch processing: all the images in a directory are processes the same way, making it possible to apply groupwise analyses

the different processing steps were embedded within a graphical user interface.

Textural Segmentation:

Textural segmentation

The objective is to find the boundary between different image regions based on their textural content.

Close the input image by using successively largerstructuring elements.

Then, single opening is preformed ,and finally a simple threshold that yields the boundary between the textural regions.

Texture segmentation is the process of partitioning an image into regions with different textures containing similar group of pixels.

Gray scale Morphological Reconstruction:



Image segmentation:

in digital image processing and computer vision, image segmentation is the process of partitioning a digital image into multiple segments
(sets of pixels, also known as image objects). The goal of segmentation is to simplify and/or change the representation of an image into something
that is more meaningful and easier to analyze.[1][2] Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in
images. More precisely, image segmentation is the process of assigning a label to every pixel in an image such that pixels with the same label share
certain characteristics.

The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image (see edge
detection). Each of the pixels in a region are similar with respect to some characteristic or computed property, such as color, intensity, or texture.
Adjacent regions are significantly different with respect to the same characteristic(s).[1] When applied to a stack of images, typical in medical
imaging, the resulting contours after image segmentation can be used to create 3D reconstructions with the help of interpolation algorithms
like marching cubes.[3]

Image Processing :

Image processing is a method to convert an image into digital form and perform some operations on it, in order to get an enhanced image or to extract
some useful information from it.

It is a type of signal dispensation in which input is an image, like video frame or photograph and output may be image or characteristics associated
with that image.

Usually Image Processing system includes treating images as two dimensional signals while applying already set signal processing methods to them.

Purpose of Image processing

The purpose of image processing is divided into 5 groups. They are :

Visualization - Observe the objects that are not visible.

Image sharpening and restoration - To create a better image.

Image retrieval - Seek for the image of interest.

Measurement of pattern – Measures various objects in an image.

Image Recognition – Distinguish the objects in an image.

Fundamental steps in Digital Image Processing :



1. Image Acquisition

This is the first step or process of the fundamental steps of digital image processing. Image acquisition could be as simple as being given an image
that is already in digital form. Generally, the image acquisition stage involves preprocessing, such as scaling etc.

2. Image Enhancement

Image enhancement is among the simplest and most appealing areas of digital image processing. Basically, the idea behind enhancement techniques
is to bring out detail that is obscured, or simply to highlight certain features of interest in an image. Such as, changing brightness & contrast etc.

3. Image Restoration

Image restoration is an area that also deals with improving the appearance of an image. However, unlike enhancement, which is subjective, image
restoration is objective, in the sense that restoration techniques tend to be based on mathematical or probabilistic models of image degradation.

Color Image Processing



Color image processing is an area that has been gaining its importance because of the significant increase in the use of digital images over the
Internet. This may include color modeling and processing in a digital domain etc.

5. Wavelets and Multiresolution Processing

Wavelets are the foundation for representing images in various degrees of resolution. Images subdivision successively into smaller regions for data
compression and for pyramidal representation.

6. Compression

Compression deals with techniques for reducing the storage required to save an image or the bandwidth to transmit it. Particularly in the uses of
internet it is very much necessary to compress data.

7. Morphological Processing

Morphological processing deals with tools for extracting image components that are useful in the representation and description of shape.

8. Segmentation

Segmentation procedures partition an image into its constituent parts or objects. In general, autonomous segmentation is one of the most difficult
tasks in digital image processing. A rugged segmentation procedure brings the process a long way toward successful solution of imaging problems
that require objects to be identified individually.

9. Representation and Description

Representation and description almost always follow the output of a segmentation stage, which usually is raw pixel data, constituting either the
boundary of a region or all the points in the region itself. Choosing a representation is only part of the solution for transforming raw data into a form
suitable for subsequent computer processing. Description deals with extracting attributes that result in some quantitative information of interest or are
basic for differentiating one class of objects from another.

10. Object recognition

Recognition is the process that assigns a label, such as, “vehicle” to an object based on its descriptors.

11. Knowledge Base:



Knowledge may be as simple as detailing regions of an image where the information of interest is known to be located, thus limiting the search that
has to be conducted in seeking that information. The knowledge base also can be quite complex, such as an interrelated list of all major possible
defects in a materials inspection problem or an image database containing high-resolution satellite images of a region in connection with change-
detection applications.

Point line edge detection:

n image processing, line detection is an algorithm that takes a collection of n edge points and finds all the lines on which these edge points lie.[1] The
most popular line detectors are the Hough transform and convolution-based techniques.[2]

Hough transform
The Hough transform[3] can be used to detect lines and the output is a parametric description of the lines in an image, for example ρ = r cos(θ) + c

sin(θ).[1] If there is a line in a row and column based image space, it can be defined ρ, the distance from the origin to the line along a perpendicular
to the line, and θ, the angle of the perpendicular projection from the origin to the line measured in degrees clockwise from the positive row axis.
Therefore, a line in the image corresponds to a point in the Hough space.[4] The Hough space for lines has therefore these two dimensions θ and ρ,

and a line is represented by a single point corresponding to a unique set of these parameters. The Hough transform can then be implemented by
choosing a set of values of ρ and θ to use. For each pixel (r, c) in the image, compute r cos(θ) + c sin(θ) for each values of θ, and place the result in

the appropriate position in the (ρ, θ) array. At the end, the values of (ρ, θ) with the highest values in the array will correspond to strongest lines in the
image

Convolution-based technique

In a convolution-based technique, the line detector operator consists of a convolution masks tuned to detect the presence of lines of a particular width
n and a θ orientation. Here are the four convolution masks to detect horizontal, vertical, oblique (+45 degrees), and oblique (−45 degrees) lines in an

image.

a) Horizontal mask(R1)

−1 −1 −1

2 2 2

−1 −1 −1

(b) Vertical (R3)



−1 2 −1

−1 2 −1

−1 2 −1

(C) Oblique (+45 degrees)(R2)

−1 −1 2

−1 2 −1

2 −1 −1

(d) Oblique (−45 degrees)(R4)

2 −1 −1

−1 2 −1

−1 −1 2

[5]

In practice, masks are run over the image and the responses are combined given by the following equation:

R(x, y) = max(|R1 (x, y)|, |R2 (x, y)|, |R3 (x, y)|, |R4 (x, y)|)

If R(x, y) > T, then discontinuity



As can be seen below, if mask is overlay on the image (horizontal line), multiply the coincident values, and sum all these results, the output will be
the (convolved image). For example, (−1)(0)+(−1)(0)+(−1)(0) + (2)(1) +(2)(1)+(2)(1) + (−1)(0)+(−1)(0)+(−1)(0) = 6 pixels on the second row,

second column in the (convolved image) starting from the upper left corner of the horizontal lines.[1]

Detection of isolated points:

Segmentation algorithms generally are based on one of 2 basis properties of intensity values:  discontinuity : to partition an image based on sharp
changes in intensity  similarity : to partition an image into regions that are similar according to a set of predefined criteria.
A more formal definition – Let represent the entire image. Segmentation is a process that divides into subregions 1 , 2 , … , such that: 1.

=1 = . 2. is a connected set for each = 1, 2, … , . 3. ∩ = ∅ for all and , ≠ . 4. = for each = 1, 2, … , . 5. ∪

= for any adjacent regions and  . Here is a predicate that indicates some property over the region.
First derivative:
First derivative generally produce thicker edges in an image  Second derivative has a very strong response to fine details and noise  Second
derivative sign can be used to determine transition direction.

 Based on the fact that a second order derivative is very sensitive to sudden changes we will use it to detect an isolated point.  We will use a
Laplacian which is the second order derivative over a two dimensional function.
∇ 2 , = 2 ( , ) 2 + 2 ( , ) 2 2 ( , ) 2 = + 1, − 2 , + ( − 1, ) 2 ( , ) 2 = , + 1 − 2 , + ( ,
− 1) ∇ 2 , = + 1, + − 1, + , + 1 + , − 1 − 4 ,
Line detection:
The Laplacian is isotropic, i.e. independent of direction.  If we would like to detect lines on a certain direction only we might want to use masks that
would emphasize a certain direction and be less sensitive to other directions. 3 differentt edge types are observed:  Step edge – Transition of
intensity level over 1 pixel only in ideal, or few pixels on a more practical use  Ramp edge – A slow and graduate transition  Roof edge – A
transition to a different intensity and back. Some kind of spread line.

Chapter 12
Object Recognition

Pattern: An arrangement of descriptors (or features).
Pattern class: a family of patterns sharing some common properties. –

They are denoted by ω1, ω2,…,ωW, W being the number of classes. patterns to their classes with as little human interaction as possible.
• Patterns and features

• Pattern classes: a pattern class is a family of patterns that share some common properties

• Pattern recognition: to assign patterns to their respective classes

• Three common pattern arrangements used in practices are



– Vectors

– Strings

– Trees

• Patterns and Pattern Classes Vector Exampl

–

Patterns and Pattern Classes Another Vector Exam
• Here is another example of pattern vector ge

ple

xample
 generation.

• In this case, we are in

noisy shapes.

e interested in different types of



Patterns and Pattern Classes String Example
• String descriptions adequately generate patterns of

primitives, usually associated with boundary sha

Patterns and Pattern Classes Tree Example
• Tree descriptions is more powerful than string one

• Most hierarchical ordering schemes lead to tree

rns of objects and other entities whose structure is based on relat

 shape.

g ones.

ree structure

elatively simple connectivity of



Recognition Based on Decision-Theoretic Meth

• Decision-theoretic approaches to recognition ar

• Let

want to find W decision functions                             w

• The decision boundary separating class      and     

ethods

on are based on the use decision functions.

represent an n-dimensional pattern vector. For W pattern classe

ons                             with the property that, if a pattern x belongs to class

nd       is given by 0)()(or)()(  xxxx jiji dddd

asses , we

ass , then



Recognition Based on Decision-Theoretic MethodsMatching

• Minimum distance classifier

Recognition Based on Decision-Theoretic MethodsMatching by Correlation

• The correlation between f(x,y) and w(x,y) is

Recognition Based on Decision-Theoretic Methods Optimum Statistical Classifiers:
• Bayes classifier for Gaussian pattern classes1,...,2,1,0

,1,...,2,1,0for
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Recognition Based on Decision-Theoretic Methods Optimum Statistical Classifiers

Recognition Based on Decision-Theoretic Methods Optimum Statistical Classifiers

• Classification of multi-spectral data using the Bayes classifier



Recognition Based on Decision-Theoretic Methods Optimum Statistical Classifiers

Recognition Based on Decision-Theoretic Methods Neural Networks



Training Alogrithms: Linearly separable classes
 Illustration of Perception algorithm



Recognition Based on Decision-Theoretic Methods Ms Multilayer Feedforward Neural Networks



Recognition Based on Decision-Theoretic Methods Multilayer Feedforward Neural Networks
• The activation function: a sigmoid function

Recognition Based on Decision-Theoretic Methods Multilayer Feedforward Neural Networks

 Pattern vectors were generated by computing the normalized  signatures of the shapes



Recognition Based on Decision-Theoretic Methods Multilayer Feedforward Neural Networks

R
t
denote a value of R

used to generate
training data.
Rt =0 implies noise-free training



• Complexity of decision surface

– Two input, tow-layer, feedforward neural networks



Structural Methods Matching Shape Number
• Let a andb denote shape numbers of closed boundaries represented by 4-directional chain codes. There two shapes have a degree of

similarity k if

wheres indicates shape number and the subscript indicates order
• The distance between two shapes a and b defined as,...4,2for),()(
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Structural Methods String Matching
• Suppose that two region boundaries, a and b

• Let represent the number of matche

• A simple measure of similarity between a an
β  max( a

α
β
α




max( a
R

Similarity tree

d b, are coded into strings denoteda1, a2, …, an and b1, b2, …,

ches between the two strings, where a match occurs in the kth

and b is the ratio
α ),( ba

α
α




),( ba

2, …,bm, respectively.

kth position if ak = bk .



• Strings were formed from the polygons by comp

• Angles were coded into one of eight possible sy

• Figure 12.25(e) shows the results of computing

• The notation 1.c refers to the third string from obj

45:;450: 21
oo  αθα

omputing the interior angle, , between segments as each pol

 symbols, corresponding to 45o increments.

ng the measure R for six samples of object 1 against themselves.

om object class 1.

;...9045 oo  θ

h polygon was traversed clockwise.

ves.



• Figure 12.25(g) shows a tabulation of R values ob

• Note that all R values are considerable smaller t

ues obtained by comparing strings of one class against the other.

er than any entry in the two preceding tabulations.

Figure 12.25 (g)

r.


